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Abstract. This work presents a manually built ontology to aggregate knowledge
of Decentralized Autonomous Organizations (DAOs) obtained from web pages.
An ontology is a formal description of knowledge as a set of concepts within
a domain and the relationships between them, providing a common vocabulary
for researchers to share information. Ontology construction from text invol-
ves analyzing collected text, identifying relevant terms and concepts, and re-
presenting the ontology using representation languages such as OWL, RDF, or
RDFS. Manual ontology construction can be performed using applications such
as Protégé. This work describes the methodology used, how to use the ontology
created through Protégé using SPARQL, and presents future work proposals,
including creating the same ontology using Deep Learning.

Resumo. Este trabalho apresenta uma ontologia construı́da manualmente
para agregar conhecimento sobre Organizações Autônomas Descentralizadas
(DAOs) obtidas a partir de páginas da web. Uma ontologia é uma descrição
formal do conhecimento como um conjunto de conceitos dentro de um domı́nio
e as relações entre eles, fornecendo um vocabulário comum para os pesquisado-
res compartilharem informações. A construção de ontologias a partir de texto
envolve a análise do texto coletado, identificando termos e conceitos relevantes
e representando a ontologia usando linguagens de representação como OWL,
RDF ou RDFS. A construção manual de ontologias pode ser realizada usando
aplicativos como o Protégé. Este trabalho descreve a metodologia utilizada,
como usar a ontologia criada através do Protégé usando SPARQL e apresenta
propostas de trabalhos futuros, incluindo a criação da mesma ontologia usando
Deep Learning.

1. Introduction
An ontology is a formal description of knowledge as a set of concepts within a domain
and the relationships that hold between them. It ensures a common understanding of
information and makes explicit domain assumptions, thus allowing organizations to make
better sense of their data. By providing a common vocabulary for researchers who need to
share information in a domain, it can help to share common understanding of the structure
of information among people or software agents [Mishra and Sarika 2014] [Gruber 1993].

Ontology construction from text involves analyzing collected text for a specific do-
main of human knowledge, identifying relevant terms, concepts, and their relationships,



and representing the ontology using representation languages such as OWL (Web On-
tology Language), RDF (Resource Description Framework), or RDFS (Resource Des-
cription Framework Schema) [Al-Aswadi et al. 2020]. Building domain-specific ontolo-
gies is a time-consuming and expensive manual construction task [Bangyal et al. 2022,
Kietz et al. 2000].

Indeed, ontology construction is a complex process that involves analyzing a spe-
cific domain, identifying relevant concepts and relationships, and representing them in a
formal language. Manual construction of ontologies is important as it helps to learn the te-
chniques and resources available for understanding and applying semi-automatic Machine
Learning methods for ontology construction in the future [Poveda-Villalón et al. 2010].
Additionally, having a knowledge base available is crucial for gaining a deeper unders-
tanding of the domain to which the ontology pertains [Braga et al. 2023].

Manual ontology construction can be performed using applications such as
Protégé, which provides facilities for representation context, graph visualization, and mo-
dification [Musen 2015]. OWL, RDF, and RDFS are used by Protégé and humans to
manually construct the ontology [Bangyal et al. 2022]. Representing an ontology in a
format such as triples makes it suitable for being understood by computational processes.
An interesting example is searching an ontology in this format using a procedure called
SPARQL (SPARQL Protocol and RDF Query Language) [Bellini et al. 2014].

This work aims to present the ontology built manually to aggregate the knowledge
of DAOs (Decentralized Autonomous Organizations), obtained manually from web pa-
ges. In addition to this Introduction, Section 2 describes the methodology used, with two
subsections. Section 3 describes how to use the ontology created through Protégé using
SPARQL, with some illustrative examples. In Section 4, we present the conclusion of the
results and future work proposals, which include a process of creating the same ontology
using Deep Learning. Finally, in Section 5, acknowledgments are made to those who
supported this work.

2. Metodology

2.1. Blockchain, DAOs, DeFi and others

A Decentralized Autonomous Organization (DAO) is a form of organization based on
blockchain technology that is generally governed by its members, who hold tokens
[Santana and Albareda 2022]. Tokens, a type of cryptocurrency (among other meanings),
can be acquired or received in some form by any person. As the owner of these tokens, the
person gains the right to vote on matters directly related to the governance of the DAO.
The governance rules of DAOs are characterized through computer programs known as
smart contracts, which are executed and validated within the blockchain of the Ethereum
network through a resource called the Ethereum Virtual Machine (EVM). The features of
smart contracts, such as a distributed blockchain database, cause the rules of the organiza-
tion to be enforced by the very code that defines the DAO, thus making it self-governed.

Therefore, DAOs are different from traditional organizations because they are self-
governing and function autonomously in a decentralized manner without the need for in-
termediaries. In contrast, traditional organizations are subject to rights and responsibilities
defined by the legal system of the environment in which they operate.



2.2. Introduction to the methodology

There are three important concepts to understand: data, information, and knowledge.
Consider Figure 1 and pay attention to the fact that the graphical representation DAO says
nothing. It is just a record of the word that represents a being, object, or phenomenon. In
other words, data is something that was given, granted, or offered.

Figura 1. A datum

Such a representation tells us nothing. There is not enough characterization for
us to conclude any meaning of the word DAO. Observing Figure 2, one can notice a
characterization or amount of information that allows for a better understanding of what
DAO means.

Figura 2. More data to improve a little understanding of the meaning of DAO. Em
vermelho,

By adding more data to the figure above, an attempt is made to further contextua-
lize the meaning of DAO. For humans, Figure 3 can improve this understanding. Howe-
ver, for a computer, even if it understood the graphical representation, the word Block-
chain does not add anything to the context of DAO.

Knowledge is new information received by a receiver. Ontology is a data model
where information is represented in a structured and organized way, aiming at knowledge
generation. It is a set of related concepts. So far, we have represented ontology graphi-
cally. However, machines don’t understand graphical models. Hence, there is a need to
use formal ontology representation languages mentioned in the Introduction, such as RDF,
RDFS, and/or OWL. Consider Figure 41 where DAO contextualization is being extended
in an organized way, i.e.: ”DAO is an acronym for Decentralize Autonomous Organiza-
tion and exists (or is a class of or is a sub-class of) in the Blockchain environment”.

Therefore, knowledge was generated, meaning that new information was received
by the receiver. Blockchain is also closer to machine understanding, as the small dataset

1Available in https://osf.io/pqmvd



Figura 3. The notion of DAO becomes clearer, but Blockchain is not characteri-
zed.

Figura 4. Partial characterization of a domain where DAO, Blockchain and others
concepts are now more understandable. To build this figure, the tool CMapsTool
was used [Cañas et al. 2005]

is organized and contextualized with each other, forming what has already been defined
as an ontology. However, for machine accessibility, the ontology from above figure is
represented in triples, as shown in Table 1.

In the context of triples in Table 1 and the graph in Figure 4, the arrow is a graphi-
cal representation of the relationship between the subject and the object, with the predi-
cate being the term that distinguishes the relationship. The arrow typically points from the
subject to the object, indicating the direction of the relationship (or properties) including
your name.

2.3. How to build an ontology
An ontology is, also, a formal representation of knowledge within a domain, consisting
of a set of concepts (classes and sub-classes), relationships (predicates, properties or re-
lations) between those concepts, individuals (instances) that instantiate the classes and



Tabela 1. The formal representation of an ontology (partial).
Subject Predicate Object

Token subclassOf Blockchain
BTC isTypeOf Cryptocurrency
ETH isTypeOf Cryptocurrency
... ... ...
DAO subclassOf Blockchain
DAO isAcronymOf DecentralizeA...Organization
DeFi subclassOf DAO
Token isManagementBy DAO
Cryptocurrency isTypeOf Token
NFT isTypeOf Token
... ... ...

sub-classes, and axioms that define constraints and rules on the classes, properties, and
individuals. The classes represent the concepts within the domain, the properties represent
the relationships between those concepts, and the individuals represent specific instances
of the classes. The axioms define restrictions and rules on the classes, properties, and
individuals to maintain data consistency. The main axioms, all available in Protégé are:

• Hierarchical constraint
• Constraint by relationship
• constraint by cardinality
• Symmetry of relationships
• Transitivity of relationships
• Inversion
• Equivalence
• Disjunction

There are many techniques, both manual and semi-automatic, for buil-
ding ontologies, and many of these techniques are described in the literature.
The choice of technique often depends on the specific requirements of the on-
tology being built, as well as the experience and preferences of those involved
in its construction [Subhashini and Akilandeswari 2011] [Isotani and Bittencourt 2015]
[Farquhar et al. 1997] [Al-Arfaj and Al-Salman 2015] [Dahab et al. 2008]. The appro-
ach proposed by Thiago Castro Ferreira provides a useful set of steps for constructing
an ontology, which involves the following steps: (a) determine the scope; (b) enumerate
terms; (c) define classes; (d) define properties; (e) define constraints; and (f) create ins-
tances. These recommendations are fundamental when constructing the first ontologies
[Ferreira 2013]. However, due to the complexities associated with the domain of the on-
tology, common sense and experience are often the most important resources to be used.
In some cases, the tool used to build the ontology can also influence its design.

In Figure 4, the ovals in gray represent instances, while the others represent classes
or sub-classes. Classes and sub-classes provide context for instances. In this case, an
auxiliary class called AuxiliaryInstance was created specifically to meet a requirement
of the Protégé tool, as it was necessary to indicate the acronyms for DAO and NFT (and
potentially others). On the other hand, to indicate that BTC is an acronym for Bitcoin, this



auxiliary class was not needed, as BTC was already an individual. Furthermore, having a
subclass such as Organization in the ontology allows for the inclusion of organizations
other than DeFi and DAO.

2.4. How to use the Protégé to implement this graphical ontology

Referring to Figure 4, the classes and subclasses, as well as the instances and predicates,
were implemented in Protégé. The result is shown in Figure 5.

Figura 5. Respectively, the hierarchy of classes and subclasses, the individuals
(instances) and the relations (predicates or properties)

From the hierarchy, it can be seen that Cryptocurrency is a subclass of Token,
which in turn is a subclass of the Blockchain class. This relationship is formally and
automatically established by Protégé.

Next, we implement the instances (individuals) defined in the main graph, as
shown in the second sub-figure of Figure 5. We then proceed to implement the hasA-
cronym, isAcronymOf, and isManagedBy relationships, which are visible in the third
sub-figure. After that, we characterize each of the relationships and their interconnecti-
ons. By doing this, we apply the predicates (relationships) to the instances. This can be
seen in Figures 6 and 7.

In Figure 6, through the Description: DAO field, we specify that the type of
the DAO instance is AuxiliaryInstance. On the right side, we establish that DAO is
an acronym of DecentralizedAutonomousOrganization using the isAcronymOf relati-
onship.

Figure 7 shows the DecentralizedAutonomousOrganization instance, which is
characterized as being of the Acronym type. On the right side, Protégé’s Reasoner auto-
matically infers, highlighted in yellow, that this instance has the acronym DAO.

The inference was made possible because the isAcronymOf relationship was de-
clared as the inverse of the hasAcronym relationship. This can be seen in Figure 8, where
all the relationships needed to complete the ontology graph are also shown.

Thus, the complete ontology proposed was constructed and saved in the file de-
com.ttl, which is available on the OSF platform [Braga et al. 2022a]. The topology for
this example is also available in the same place, under the name dao.ttl2. The .ttl file
extension indicates that the file is in the Turtle format, which is a text-based serialization
for RDF data [Beckett and Berners-Lee 2008].

2The ontology source is also available at the following location: https://osf.io/gwjkh



Figura 6. DAO is a type of AuxiliaryInstance and isAcronymOf DecentralizeAuto-
nomousOrganization

Figura 7. DescentralizeAutonomousOrganization is a type of Acronym! By in-
ference from a Protégé reasoner, DecentralizeAutonomousOrganization hasA-
cronym DAO (yellowish)

3. How to retrieve knowledge featured in an Ontology
SPARQL Protocol and RDF Query Language) is a semantic query language for data-
bases—able to retrieve and manipulate data stored in RDF format [W3C 2013a 2013,
W3C 2013b 2013, W3C 2010a 2010, W3C 2008a 2008].

In simple terms, SPARQL is the query language of the Semantic Web. It is exe-
cuted against RDF datasets, which consist of RDF graphs. It can: (a) retrieve values
from structured and semi-structured data; (b) explore data by querying unknown relati-
onships; (c) perform complex joins of disparate databases in a single, simple query; and
(d) transform RDF data from one vocabulary to another [Feigenbaum 2009].

A SPARQL query, written in the Turtle format, is structured in the following order:

# prefix declarations, for abbreviating URIs
PREFIX foo: <http://example.com/resources/>



Figura 8. isAcronym is inverse of hasAcronym and can be used from Auxili-
aryInstance to AcronymMeaning.

...
# dataset definition, stating what RDF
# graph(s) are being queried
FROM ...
# result clause, identifying what
# information to return from the query
SELECT ...
# query pattern, specifying what to query
# for in the underlying dataset
WHERE {

...
}
# query modifiers, slicing, ordering, and
# otherwise rearranging query results
ORDER BY ...

To execute a SPARQL query, you need to have access to a SPARQL endpoint. A
SPARQL endpoint is a server that exposes its data via the SPARQL protocol. It is used
to handle client requests and allows data to be published on the web for querying. This
means that you can send SPARQL queries to the endpoint, and it will return the results
of the query based on the data it has available. An SPARQL endpoint can provide access
to any kind of data, not just an ontology. For example, it provides access to RDF data,
which can include ontologies, but can also include other types of data such as instance
data or factual information. So, while an endpoint can provide access to an ontology, it is
not limited to doing so.



You can also create your own SPARQL endpoint using Apache Jena3. Jena inclu-
des various command-line utilities that can help you with a variety of tasks in developing
Jena-based applications.

Below are three examples of SPARQL queries that can be run on the dao.ttl file,
which contains the ontology created for this text. These queries demonstrate the variety
of results that can be obtained from the ontology, among many other possibilities.

Query 1 List all Acronym Meaning:

The query:

PREFIX owl: <http://www.w3.org/2002/07/owl#>
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>
PREFIX : <http://www.semanticweb.org/jb/ontologies/2023/6/untitled-ontology-10/>

SELECT ?individual
WHERE
?individual a :AcronymMeaning .

1
<http://www.semanticweb.org/jb/ontologies/2023/6/untitled-ontology-10/DecentralizeFinance>
2
<http://www.semanticweb.org/jb/ontologies/2023/6/untitled-ontology-10/Non-FungibleToken>
3 <http://www.semanticweb.org/jb/ontologies/2023/6/untitled-ontology-10/Ethereum>
4 <http://www.semanticweb.org/jb/ontologies/2023/6/untitled-ontology-10/Bitcoin>
5 <http://www.semanticweb.org/jb/ontologies/2023/6/untitled-ontology-
10/DecentralizeAutonomousOrganization>

Explanation: This query uses the PREFIX declaration to define the base URI of
the ontology4, and the SELECT statement to specify the variable ?individual that
will be returned in the query results. The WHERE clause contains a triple pattern
that matches all individuals of the class AcronymMeaning. The a keyword is
shorthand for the rdf:type property, which is used to specify the type (i.e., class)
of an individual.

Query 2 Same listing, minus the URIs in the result:
The query (without the header):
SELECT (REPLACE(STR(?individual), ”.̂*(#—/)”, ) AS ?name)
WHERE
?individual a :AcronymMeaning .

Result of the query:

1 DecentralizeFinance
2 Non-FungibleToken
3 Ethereum

3https://jena.apache.org/tutorials/sparql.html
4PREFIX : http://www.semanticweb.org/jb/ontologies/2023/6/untitled-ontology-10/



4 Bitcoin
5 DecentralizeAutonomousOrganization

Explanation: In this query, the STR function is used to convert the URI of the
individual into a string, and the REPLACE function is used to remove everything
before the last # or / character in the URI, leaving only the local name of the
individual. The result is returned in a variable named ?name, which is specified
using the AS keyword.

When you run this query on a SPARQL endpoint that has loaded the ontology, it
will return a list of local names of all individuals that are instances of the class
AcronymMeaning.

Query 3 Here is an example of a SPARQL query that uses the COUNT function to retrieve
information from the ontology:

The query (without the header):
SELECT (COUNT(?individual) AS ?count)
WHERE
?individual a :AcronymMeaning .

Result of the query:
1 ”5”|http://www.w3.org/2001/XMLSchema#integer>

Explanation: This query uses the COUNT function to count the number of mat-
ching individuals, and returns the result in a variable named ?count. The rest of
the query is similar to the previous examples, with a WHERE clause that contains
a triple pattern matching all individuals of the class AcronymMeaning.

Query 4 Using the ontology stored in decom.ttl, run a query to count the number of DAOs
that are characterized.

The query (note the header):
PREFIX owl: <http://www.w3.org/2002/07/owl#>
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>
PREFIX decom: <https://ghaia.pt/kb/decom.ttl#>

SELECT (COUNT(?dao) AS ?count)
WHERE
?dao rdf:type decom:DAO .

Result of the query:
1 ”202”|http://www.w3.org/2001/XMLSchema#integer>

Explanation: This query uses the COUNT function to count the number of indi-
viduals that are of type decom:DAO. The ?dao variable represents each individual
DAO, and the ?count variable represents the total count of DAO individuals.



4. Conclusions and future work
Ontology is a relatively new field of scientific research, and much work is still needed to
make it accessible to domain experts in specific areas of knowledge. If applied, ontology
can bring significant benefits to these domains.

Ontologies can be used to represent knowledge in a wide range of domains, and
many different fields can benefit from their use. Some examples of domains that can
benefit from ontology include:

• Medicine and healthcare: Ontologies can be used to represent medical knowledge,
such as diseases, symptoms, treatments, and drugs, and can help with tasks such
as diagnosis, treatment planning, and drug discovery.

• Biology: Ontologies can be used to represent biological knowledge, such as ge-
nes, proteins, pathways, and interactions, and can help with tasks such as data
integration, analysis, and interpretation.

• E-commerce: Ontologies can be used to represent product knowledge, such as
product categories, features, and relationships, and can help with tasks such as
product search, recommendation, and comparison.

• Natural language processing: Ontologies can be used to represent linguistic kno-
wledge, such as word meanings, relationships, and usage patterns, and can help
with tasks such as text understanding, generation, and translation.

Much work still needs to be done, and the following are some topics that deserve
attention:

i. The ontology created using Protégé and stored in decom.ttl must be evaluated,
checked, and compared with other similar ontologies to ensure its validity. Howe-
ver, the manual process of building an ontology can be time-consuming and
exhausting, and may not always produce accurate results. As such, it is recom-
mended to use semi-automatic techniques that involve a combination of manual
input and automated processes to develop and update the ontology. These tech-
niques, which are constantly being improved, generally involve the use of deep
learning and text capture from the web [Al-Aswadi et al. 2020].

ii. Ontology alignment is the process of finding correspondences between concepts
in different ontologies, and it is an important research problem with applicati-
ons in various fields such as data integration, data transfer, and data preparation.
Many state-of-the-art ontology alignment systems use domain-dependent appro-
aches with handcrafted rules or domain-specific architectures, which can make
them unscalable and inefficient [Iyer et al. 2021].

iii. Artificial intelligence techniques, such as machine learning and natural language
processing, can be used to automatically extract ontological knowledge from va-
rious sources, such as text corpora, databases, and the web. This process is known
as ontology learning, and it is an active area of research in the field of ontology.

iv. Ontology evaluation: This involves assessing the quality of ontologies with res-
pect to various criteria, such as their consistency, completeness, and usability.

v. Ontology-driven information retrieval: This involves using ontologies to improve
the effectiveness of information retrieval systems by providing a richer represen-
tation of the knowledge within a domain.

Authors will be interested in progressing in areas that meet items i and iii.
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